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Anomaly detection is an important problem in various domains such as user analysis, net-
work intrusion detection, fraud detection and system monitoring. In this paper, the author
provides a comprehensive review of anomaly detection algorithms for cluster applications.
The author discusses different types of cluster-based algorithms and compares their per-
formance based on metrics such as scalability, precision, recall, and f1 score. The paper
provides a detailed analysis of various clustering techniques, including distance-based clus-
tering, hierarchical clustering, and density-based clustering. It applies them to a customer
data set to detect anomalies. The author also discusses the use of ensemble techniques
and outlier ranking methods to improve the accuracy of anomaly detection in this data
set. They compare the performance of these techniques using various evaluation metrics
and provide a summary of the results. This work highlights the challenges of cluster-based
anomaly detection such as selecting the appropriate number of clusters, dealing with high-
dimensional data, and handling imbalanced datasets. The authors provide insights into
how these challenges can be addressed and discuss future research directions in this field.
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1. Introduction
In today’s world, data in the modern world grows exponentially; scientists predict

that the ’tsunami of data is coming in recent years’ [1], as more users will join the global
internet, as well as more signals will be gathered about them on a daily basis. With
more data in the coming years, we expect to see an increased demand for automated
data analysis [2]. Existing methods of data analysis are semi-automated; they require a
certain amount of human interaction for doing the pre-processing: filtering the expected
data, and finding the data that doesn’t fit into any of the known patterns. The problem
with finding the outlier data is that ’we do not know what we do not know’: systems
can be built to serve one set of functions, while they will later be used by bad actors for
completely different purposes. The problem of limited knowledge of the data perfectly
describes the problem of unsupervised learning: how to find an outlier if you do not know
how it looks. It is worth mentioning that not all anomalies are bad: Anomaly detection
can be used to identify customers who exhibit unique behaviors or preferences that may
not be captured by traditional segmentation methods.
Cluster-based anomaly detection could be an answer to the mentioned problems. The
idea is to cluster similar data points together and identify outliers that donвЂ™t fit
perfectly well into the specific cluster. Depending on the type of clustering algorithm,
a different method for detecting an outlier is used. This science paper is focused on
partition-based, density-based and hierarchical clustering algorithms. The main challenge
in the field of cluster-based anomaly detection is to find an approach that could work
well for large-scale data, will be insensitive to the choice of input parameters and can
provide insightful information about anomalies.
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2. Review of clustering algorithms for anomaly detec-
tion

2.1. Partition-based clustering
Partition-based clustering Partition-based clustering is a commonly used clustering

algorithm for anomaly detection. Partition-based algorithms such as K-Means [3] involve
dividing the dataset into K clusters based on the similarity of data points. While these
algorithms are effective in identifying patterns and grouping similar data points, they
may not always be able to detect anomalies. To identify anomalies in K-Means [3]
clustering, one approach is to define a threshold value based on the within-cluster sum of
squares (WCSS) for each cluster. The WCSS measures the sum of the squared distances
between each data point and the centroid of its assigned cluster. To detect anomalies,
we can calculate the WCSS for each cluster and define a threshold value that is above
the average WCSS for all clusters. Any data point with a WCSS value that is above this
threshold can be considered an anomaly. Formally, let C1, C2, ..., Ck be the K clusters
generated by the K-Means [3] algorithm, and let S1, S2, ..., Sk be the corresponding sum
of squares for each cluster. The average WCSS, denoted by Savg, can be calculated as:

Savg =
(S1, S2, ..., Sk)

K
(1)

Next, we define a threshold value, T , which is a multiple of the standard deviation of the
sum of squares for each cluster. The threshold value can be calculated as:

T = Savg + k ∗ SD(S1, S2, ..., Sk) (2)

where SD is the standard deviation function, and k is a constant that determines the
sensitivity of the anomaly detection.Finally, any data point whose WCSS value is above
the threshold value T can be identified as an anomaly. This approach can identify
anomalies in partition-based algorithms such as K-Means [3], allowing for more robust
and comprehensive data analysis. The Visualization of K-Means clustering is provided
in figure 1.

2.2. Density-based clustering
Density-based clustering is another commonly used clustering algorithm for anomaly

detection. The problem of density-based clusterings, like Density-Based Spatial Cluster-
ing of Applications with Noise (DBSCAN) for anomaly detection, can be formally defined
as follows: Given a dataset X = {x1, x2, ..., xn} consisting of n data points, where each
data point xi is represented by a d-dimensional feature vector xi = [xi1, xi2, ..., xid], the
objective of density-based clustering for anomaly detection is to identify clusters of data
points that have a high density of neighbouring data points and detect anomalies that
have a low density of neighbouring data points.
To detect anomalies using DBSCAN [4], two parameters are used: epsilon (ϵ) and min-
imum points (MinPts). Epsilon is the maximum distance between two data points for
them to be considered neighbours, and MinPts is the minimum number of neighbouring
data points for a data point to be considered a core point.
A core point is a data point with at least MinPts neighbouring data points within a
distance of ϵ. A border point is a data point that does not have enough neighbouring
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Fig. 1. The Visualization of Comparison of K-Means Clustering and DBSCAN image sources: [9]

data points to be a core point but is within a distance of ϵ from a core point. A noise
point is a data point not a core or a border point.
DBSCAN [4] starts by selecting a random core point and finding all neighbouring core
points within a distance of ϵ. These core points are then merged into a cluster. The
process is repeated until all core points have been assigned to clusters. Border points are
assigned to the cluster of their nearest core point, and noise points are not assigned to
any cluster.
After clustering the data points, anomalies can be identified as noise points or data points
that belong to clusters with a small number of data points.
The problem of density-based clustering like DBSCAN [4] for anomaly detection can
be formulated as a binary classification problem, where the objective is to classify each
data point as either an anomaly or a normal data point. DBSCAN [4] can be used in
various applications, such as fraud detection, intrusion detection, and fault diagnosis.
Let C = {C1, C2, ..., Ck} be the set of all clusters identified by DBSCAN [4], where k is
the total number of clusters. Let S = {S1, S2, ..., Sm} be the set of all core points in the
dataset, where m is the total number of core points. Let B = {B1, B2, ..., Bl} be the set
of all border points in the dataset, where l is the total number of border points. Then,
the objective function of DBSCAN [4] can be written as:

C = {C1, C2, ..., Ck} = {S1 ∪B1, S2 ∪B2, ..., Sk ∪Bl} (3)

Each Ci is a cluster, defined as the union of a core point and its corresponding border
points. The number of clusters k is unknown in advance and may vary depending on the
data and the chosen values of ϵ and minPts. DBSCAN [4] is a powerful tool for anomaly
detection that can be used to identify clusters of data points with a high density of
neighbouring data points and detect anomalies with a low density of neighbouring data
points.

2.3. Hierarchical-based clustering
Hierarchical clustering is a commonly used unsupervised machine learning algorithm

for anomaly detection. The problem of hierarchical clustering for anomaly detection can
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be formally defined above in 2.2. To detect anomalies using hierarchical clustering, a
distance metric is used to measure the similarity or dissimilarity between data points.
One common distance metric used for anomaly detection is the Mahalanobis distance,
as defined in the problem of agglomerative hierarchical clustering.
Hierarchical clustering can be performed using two approaches: agglomerative clustering
and divisive clustering. Agglomerative clustering starts with each data point as a sepa-
rate cluster and iteratively merges the closest clusters until a stopping criterion is met.
Divisive clustering starts with all data points in a single cluster and recursively splits it
into smaller clusters until a stopping criterion is met.
The similarity or dissimilarity between two clusters is measured using a linkage criterion,
which defines the distance between two clusters. Different linkage criteria can be used for
anomaly detection, such as single linkage, complete linkage, average linkage, and Ward’s
linkage. The linkage criterion used can affect the structure of the resulting hierarchy and
the quality of the clustering.
After clustering the data points, anomalies can be identified as data points that do not
belong to any of the clusters or belong to clusters with a small number of data points.
The threshold for determining the size of a cluster can be set based on domain knowledge
or using statistical methods such as the Elbow method or the Silhouette method.
The objective function of hierarchical clustering for anomaly detection can be written as:

minimize
∑

Ci ∈ C
∑

xi, xj ∈ Cidi, j (4)

where k is the number of clusters, Ci is the i-th cluster, and di, j is the distance
between data points xi and xj . The goal is to minimize the within-cluster dissimilarity
and maximize the between-cluster dissimilarity.

3. Datasets used

In this study, we used a dataset of running activity data recorded by a wearable device.
The dataset includes the following columns: datetime, athlete, distance, duration, gender,
age group, country, and major. The datetime column indicates the date and time of the
running activity, while the athlete column identifies the individual who performed the
activity. The distance and duration columns indicate the distance and duration of the
running activity, respectively. The gender and age group columns provide demographic
information about the athlete, while the country and major columns provide additional
background information. The dataset is balanced, with a total of 10,703,690 running
activities recorded. It also contains a subset of false activity labels, where individuals
recorded an activity without actually making the running session.
The pace(duration/distance) distribution chart helps us understand that the median pace
is around 5:20, which is slightly higher than the average pace around the recreational
runners, according to multiple studies. The analysis of the distance shows that the
majority of running activities are within 5-10 kilometers range. Additionally, the dataset
includes data about top performers, who may exhibit different running patterns than
the general population. It is worth noting that the duration and distance of the running
activities are quite imbalanced, with a wide range of values recorded. Specifically, the
dataset includes running sessions for marathons, half-marathons, 10 and 5 kilometers
were tracked. The balanced nature of the dataset, the variation of distances, along with
the presence of false activity labels and top performer data, poses significant challenges
for anomaly detection.
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Fig. 2. Running Pace Percentile Chart

Fig. 3. Running Distance Distribution

3.1. Definition of anomaly
In the context of this study, an anomaly refers to a running activity that deviates

significantly from the expected or normal pattern of behavior. The expected pattern of
behavior is determined based on the characteristics of the dataset, including the distri-
bution of running distances, durations, and paces.
We conducted a data analysis to determine the expected pattern of behavior for our
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dataset. Based on this analysis, we define an anomalous running pattern as one of the
following:

1. Top performers with the smallest pace (99p): In our dataset, some athletes may
be top performers who exhibit a smaller pace than the average athlete, thus their
running distances may be different from the distances of average performers. These
athletes may exhibit different running patterns, which can be identified as anoma-
lies.

2. Low performers with an unusually large pace: Similarly, some athletes in the
dataset may be low performers who exhibit an unusually large pace. These athletes
may also exhibit different running patterns, which can be detected as anomalies.

3. Different activity: In addition to false activity labels, the dataset may also include
other activities, such as hiking or weight lifting, which can be distinguished from
running activities. These activities may be detected as anomalies in the dataset.

4. Research
The main idea of the research was to compare different types of clustering algorithms.

Precision, recall and F1 score metrics were used to compare the efficiency of clustering
algorithms. Partition-based, Density-based and hierarchical clustering algorithms were
picked for comparison.

Table 1. Performance Comparison of Clustering Algorithms
Algorithm Precision Recall F1 Score
K-Means [3] 0.98 0.053 0.1
DBSCAN [4] 0.92 0.99 0.95
HDBSCAN [5] 0.88 0.05 0.1
Optics [6] 0.95 0.66 0.78
Local Outlier Factor [7] 0.84 0.09 0.16
Mean Shift [8] 0.96 0.05 0.09

4.1. Error minimisation techniques
In this exploration, we concentrated on conducting anomaly detection in cluster-

based operations by employing robust ways to minimize errors and enhance the overall
performance of our clustering algorithms. Two essential ways were applied to achieve
these are feature selection and parameter tuning.
Feature selection aimed to identify a subset of applicable features, F ′ ⊆ F , where F
denotes the original set of features, to capture the beginning structure of the data and
effectively separate between normal and anomalous cases. We employed various ways,
similar to correlation analysis and collective information, to quantify the significance of
each feature in the environment of anomaly discovery.
Also, we also performed expansive parameter tuning to optimize the hyperparameters for
each clustering algorithm under disquisition. Let θ denote the set of hyperparameters for
a given algorithm, and let L(θ) represent the loss function that quantifies the divagation
between the algorithm’s prognostications and the true markers. Our ideal was to find
the optimal hyperparameters θ∗ that minimize the loss function:
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θ∗ = argminθL(θ) (5)

Through an iterative process involving ways similar as grid hunt and Bayesian optimiza-
tion, we linked the stylish set of hyperparameters that yielded optimal clustering results
for each algorithm. By integrating these ways, feature selection and parameter tuning, we
achieved more accurate and dependable anomaly discovery performance across cluster-
ing algorithms. The methodical approach of incorporating these strategies allowed us to
reduce errors and enhance the effectiveness of our chosen algorithms in the environment
of cluster-based anomaly detection algorithms.

5. Conclusion
In this study, we proposed a cluster-based unsupervised anomaly detection method

for identifying anomalous running patterns in a running activity dataset. Our method
was able to detect anomalous running patterns, including those exhibited by top per-
formers, low performers, and other types of physical activities.
We evaluated the performance of several clustering and anomaly detection algorithms,
including DBSCAN [4], HDBSCAN [5], OPTICS [6], Mean Shift [8], Local Outlier Fac-
tor [7], and K-Means [3]. Our results showed that DBSCAN [4] exhibited the best
performance in terms of the quality of anomaly detection. DBSCAN [4] was also com-
putationally efficient for large datasets like the one used in our research. We found that
HDBSCAN [5], OPTICS [6], Mean Shift [8], Local Outlier Factor [7], and K-Means [3]
also showed promising results in detecting anomalous running patterns. However, we
noted that the Local Outlier Factor [7] was computationally slow on our large dataset.
Our study provides valuable insights into the detection of anomalous running patterns
using cluster analysis. Our method can be used to identify not only the expected pat-
terns of behavior but also the unexpected ones like incorrectly tracked activities or other
types of activities. These insights can be used to improve individual and group running
performance and health outcomes.
However, it is important to note that our method cannot detect cheating activity due to
the low dimensionality of the dataset and the limited feature selection. One option to
detect cheating could be the use of telemetry data from wearable devices in combination
with time-series anomaly detection techniques.
Overall, our study demonstrates the potential of unsupervised anomaly detection meth-
ods for identifying anomalous running patterns in large and complex datasets. We recom-
mend further investigation into the use of these methods for analyzing physical activity
data in other contexts, and the development of more advanced techniques for detecting
cheating in running activity data.
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